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Abstract. We study the interaction between delocalized excitons in a semiconductor quantum well and a
longitudinal mode of the radiation field in a semiconductor microcavity with Bragg mirrors. The drastic
enhancement of the spontaneous emission rate, that occurs under strong coupling conditions, is found to
be surprisingly robust with respect to incoherent processes leading to dephasing of the exciton mode.

PACS. 42.55.Sa Microcavity and microdisk lasers —

42.50.Md Optical transient phenomena: quantum

beats, photon echo, free-induction decay, dephasings and revivals, optical nutation, and self-induced trans-

parency

1 Introduction

We consider a planar semiconductor microcavity, delim-
ited by Bragg mirrors, and containing a single Quantum
Well (QW), parallel to the two mirrors and placed in the
middle of the planar cavity. At low temperatures and in
the spectral vicinity of the QW bandgap, one can describe
the radiative interaction of the QW as occurring between
its delocalized Wannier excitons, and the photon modes of
the cavity [1]. The translational invariance, that the sys-
tem displays along the plane of the cavity and the QW,
introduces a selection rule whereby each Wannier exciton
of a given wave vector can interact only with the cavity
photon mode that has the same component of the wave
vector in the plane of the cavity. The interaction between
the two quasi-particles, excitons and photons, leads to the
onset of two composite modes which are called upper and
lower exciton-cavity polaritons. Even in the resonant case
in which the exciton and the cavity mode have the same
frequency, the two polariton modes have different frequen-
cies; this frequency splitting, which is called vacuum field
Rabi splitting, has been experimentally observed in semi-
conductors in the early nineties [2-4]. It is considered as
the signature of a “strong coupling” between the individ-
ual exciton and photon modes.

If one neglects the damping (energy dissipation) pro-
cesses, the picture which emerges is that of a mutual and
periodic exchange of energy between the exciton mode
and the cavity mode. When the cavity mode is initially
empty of photons, this exchange occurs with the vacuum
field Rabi frequency. Thus, in this framework, spontaneous
emission becomes a reversible process, characterized by
Rabi oscillations. The passage from the weak coupling to
the Rabi oscillation regimes for QW excitons embedded
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in cavities in which the lateral leaks of the mirrors can be
ignored, has been discussed by many authors [5,6,1]

When the damping processes are taken into account,
and more particularly the decay of the relevant cavity
mode to the propagative radiation modes of free space,
the coupling between the exciton and the cavity mode of-
fers an important possibility for engineering spontaneous
emission [7]. As observed experimentally, this allows for
a drastic enhancement of the spontaneous emission decay
rate [8,9]. In particular, since in microcavities the cav-
ity mode decay rate is much faster than the spontaneous
emission rate of the bare excitons, the polariton decay can
be much faster than the bare exciton decay. In this way,
spontaneous emission can be accelerated and this can lead
to the possibility of approaching thresholdless laser emis-
sion [10].

To complete the picture, one has to take into account
also the relaxation processes for the exciton. In particu-
lar, in addition to its radiative coupling to the main cavity
modes, the exciton can decay radiatively by coupling to
the quasi-continuum of radiation modes that correspond
to the lateral cavity leaks, or it can scatter to other k-
states because of phonon interactions, alloy disorder or
interface roughness. These scattering processes can give
rise to population decay, or simply to dephasing of an ini-
tially coherent exciton. At low temperatures, interaction
with acoustic phonons is the most important source of
dephasing [11,12]. The excitons dynamics and interaction
with the phonons reservoir has been analyzed theoretically
by several authors within microscopical models which take
the QW band structure and temperature effects into ac-
count [11-16]. However, the influence of exciton dephasing
at a purely phenomenological level on the cavity polariton
decay has not been analyzed in much detail in the litera-
ture, apart from an examination of its effects in connection
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with exciton superradiance in a microcavity [17]. Dephas-
ing factors which we do not take into account are inhomo-
geneous broadening of the excitons energy levels due to
QW interface roughness [18] and many-body effects [19].
This is realistic as long as we consider high-quality sam-
ples at low temperatures. Moreover we neglect all kinds
of many-body interactions since we assume we are in the
low-excitation linear regime.

In this paper, we take advantage of a particular fea-
ture of the physical system, namely the large lateral leaks
that are displayed by the Bragg mirrors bounding the cav-
ity, to derive a simple model for the system of interacting
excitons and photons. In this model, the different wave
vector states of the two bare particles that are within the
acceptance angle of the two mirrors, are lumped together
and each of the bare particles is modeled as a single har-
monic oscillator. Within this model, we study the problem
of dephasing by adding the appropriate term to a master
equation which describes the two coupled and damped os-
cillators, the exciton and the cavity mode.

The paper is organized as follows: In Section 2 we de-
scribe our model in terms of two coupled harmonic oscilla-
tors and review its main features. In Section 3 we formu-
late the master equation including exciton dephasing, and
discuss its effect on the vacuum field Rabi splitting. Sec-
tion 4 is devoted to the derivation of the time evolution
equations which govern the decay of a single polariton,
starting with the master equation. The solutions of these
equations are discussed numerically and analytically in
Sections 5 and 6, to illustrate the influence of dephasing
on the exciton decay. Finally, Section 7 summarizes the
main conclusions.

2 The model

In this section we review the basic features of the mod-
elization of the interaction between the Wannier exciton
mode and a single radiation mode in the microcavity [20];
in the low-excitation regime, the system behaves like two
quantum harmonic oscillators coupled by a matrix ele-
ment g.

In principle, we should distinguish a large number of
exciton modes, each labelled by its wave vector k, and each
interacting with a single photon mode confined in the cav-
ity and having same in-plane wave vector. Here, however,
we introduce an important simplification of the model that
comes from the fact that the Bragg mirrors bounding the
cavity have a relatively narrow acceptance angle 6 (with
respect to the normal) which is of the order of 20 degrees
for GaAs/AlAs mirrors. Within this angle, the reflectivity
of the mirrors is large and the photon modes are confined
in the cavity. Because 6 is relatively small, the frequencies
of the confined photon modes are within a spread of +3%
of a mean frequency wpp, and can thus be treated as a
single “lumped” photon mode of frequency wpn. Beyond
the acceptance angle, the reflectivity of the mirrors drops
to very low values and the cavity is essentially open and
leaks to the ouside.
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Thus, the phase space of photons can be divided into
two regions. The first region includes photon wave vectors
within the cone of aperture 6 and corresponds to the effec-
tive “lumped” mode that is confined in the cavity, while
the second region, which covers 95 % of the photon phase
space includes all wave vectors outside that cone, corre-
sponding essentially to free-space propagative modes.

Similarly, the Wannier exciton phase space is divided
into three regions: The first region includes all wave vec-
tors from k = 0 to k < n(wex/c)siné, where n is the
refractive index of the semiconductor and we, the mean
exciton frequency (as the exciton dispersion is weaker than
the cavity-photon dispersion we may neglect it and take
a single frequency for the excitons in the first region).
When the exciton is in this first region, it couples to
the “lumped” photon mode confined in the planar cavity,
which is detuned from the exciton frequency by a quan-
tity 20 = wph —wex. The second region includes all exciton
wave vectors between k > n(wex/c)sin € and k < n(wex/c)
and corresponds to angles for which the reflectivity of the
Bragg mirrors drops to a low value. When the exciton is
in this second region, it does not “see” the cavity, but
couples directly to the free-space modes, giving rise to
ordinary spontaneous emission. Finally, the third region
of phase space includes all exciton wave vectors that are
larger than all possible photon wave vectors k > n(wex/c).
In this region, there are no propagative photon modes to
which the exciton can couple so that this region in phase
space corresponds to the “dark excitons”, that do not cou-
ple to light. In general, when we excite excitons through
the microcavity, we access only excitons in the first region
where they experience a strong coupling with the cavity
modes. However, after excitation, an exciton can scatter
in the two other regions through inelastic collisions with
phonons.

In this simple model, neglecting momentarily the ra-
diative coupling of excitons to the free-space photons
through the cavity leaks, the system Hamiltonian can be
written in the form

H= hwexaial + A(wex + 26)a;a2 + hg(agal + aia2) ,
(1)
where g is the exciton-cavity coupling constant. aj and
a; are the creation and annihilation operators of the ex-
citons (with ¢ = 1, corresponding to excitons within the
radiant manifolds, that is regions 1 and 2 of the exciton
phase space) and the photons (with ¢ = 2, corresponding
to photons that are confined in the cavity and are in the
first region of the photon phase space). The creation and
annihilation operators obey the usual commutation rules
for bosons:
[ai,a;]zéij, i,j=1,2.

The validity of this simple model rests on the fact that,
because of the small acceptance angle of the Bragg mirrors
and the large lateral leaks, the regions of the exciton and
photon phase spaces that couple strongly to each other
are very small and correspond essentially to a constant
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energy, so that they can be lumped as if each consisted of
a single mode.

The products of the eigenstates of a{al and a;aQ are
obviously not eigenstates of H, but are relevant, since they
are states with a given number of excitons and photons
and form a complete set in the system Hilbert space; we
denote them with |ni,n2) and we shall call them bare
states in order to distinguish them from the dressed states
defined below.

The coupling between the exciton and the cavity
modes can be best interpreted in terms of the normal
modes of Hamiltonian (1), which are mixed exciton-
photon states commonly called dressed states or cavity
polaritons. We first introduce the dressed-states operators
A; and A, defined in order to diagonalize the Hamiltonian
(1) into the simpler form

H=hw_ Al A; + hwy AL A, (2)
and which simultaneously satisfy the same commutation
rules as a; and as:

[A;, AT} =65, ij=1,2.
It turns out that A; and A, are related to the exciton
and photon number operators by the following unitary
transformation:

Ay = aay + Bas,

A2 = —,6(11 + aag ) (3)
where
_ [A%e =5
w4 are given by
wi:wi P2 =wee+0EA  (4)

and are called polariton frequencies;

2A =wy —w_ =24/g%+ 62

is the Rabi splitting produced by the exciton-photon in-
teraction. The dressed states are thus eigenstates of the

number operators AIAl and A£A2, and can be denoted

as | Ny, N2>/. They can therefore be seen as states with Ny
polaritons in the lower energy level Aw_ and N> polaritons
in the upper energy level fiw, (in the following we will call
them lower and upper polaritons). Calling the two lowest
excited states |L) = [1,0)" and |U) = |0,1)" we have from
equation (3)

100)’
|L) = a|1,0) + £]0,1),
|U) = —B|1,0) + «]0,1) . (5)

00},
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3 The master equation

In a real cavity both the exciton and the photon modes
are coupled to a spectral continuum of modes which leads
to dissipation. In addition, excitons are subject to incoher-
ent processes, both elastic and inelastic, whose net effect
is dephasing (i.e. a redistribution of the excitonic popu-
lation in k-space). Taking into account these processes in
the framework of the Markovian approximation, the sys-
tem dynamics can be described by the following master
equation for the density operator p:

dp 1
L 5§

+ rpn { [az, pa] + [azp, o} }
+ Yex {[alvpa’“ + [a1p, GU}
T T T T
+ 76 {lalar, palar] + lalasp,alar]} . (6)

The first term describes, of course, the free evolution
of the strongly coupled system in the absence of any re-
laxation processes.

The second term, which is proportional to kpn, de-
scribes the photon losses through the cavity mirrors, xpn
being the cavity damping constant for the electric field
amplitude.

The third term describes the overall exciton decay, vYex
being the decay rate for the exciton amplitude. It must be
understood as the inverse of the exciton decay time 277,
well known in the literature, and takes into account dif-
ferent contributions. One is the radiative recombination in
off-axial directions, that is spontaneous emission through
the lateral leaks of the Bragg mirrors, corresponding to
the radiative coupling of excitons to the second region
of the photon phase space. The other contribution is in-
elastic scattering to the dark states of phase space (the
region of phase space that corresponds to wave vectors
that are much longer than the photon wave vector, as dis-
cussed in Section 2). A review of the different processes
that photoexcited excitons undergo in quantum wells has
been given by Andreani [21] and by Citrin [22]. In gen-
eral, for T' > 10 K exciton thermalisation and scattering
to dark states are faster than the intrinsic radiative de-
cay rate which means that, at these temperatures, yex is
dominated essentially by the scattering rate to the dark
states. We note that because strong coupling occurs in a
very small region of phase space, the rest of phase space
conserves essentially the same structure and the same in-
teractions as for free excitons, and for this reason 7.y can
be taken to be the total free-exciton decay rate to a good
approximation.

The last term takes account of the phase destroying
processes due to scattering involving excitons, but not al-
ready included in 7ex [23]; the dephasing coefficient g
corresponds to the inverse of the pure dephasing time T3
It must be noticed that the quantities measured in experi-
ments are usually the exciton decay time 77, and the total
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Fig. 1. Re(@+) — wex plotted as functions of the detuning
parameter 26. The full lines correspond to the conservative
system with yex = Kpn = V¢ = 0 and 2g = 4.5meV. The
dashed lines are plotted for increasing values of the dephasing
rate, with 7ex = 12 ps and 7 = 2 ps.

dephasing time 1/T» = 1/(2T1) + 1/T5; however, in our
analysis we will consider 77 and T3, rather than 77 and
T5, as independent parameters.

For excitons, the physical processes that lead to de-
phasing are essentially the same as those that produce
scattering to dark states: phonon interactions, alloy dis-
order, impurity and defect scattering, well-width fluctu-
ations, interface roughness, etc. The distinction between
dephasing and population decay for our exciton system is
simply a matter of extent: in dephasing processes the ex-
citon stays within the radiant region of phase space and is
always coupled to the electromagnetic field either in terms
of strong coupling to the confined cavity modes or in terms
of dissipative coupling to the external photon continuum
through the lateral leaks of the Bragg mirrors. In this way,
the expectation value of the exciton number operator a{al
remains unchanged. If excitons are scattered to the dark
states, they no longer belong to the population that can
interact with the electromagnetic field and, in doing the
bookkeeping, these processes contribute to the decay of
the diagonal elements of the density matrix and are in-
cluded in vex.

Alternatively, the physical meaning of the two terms
of equation (6) that refer to the “excitonic” harmonic os-
cillator, becomes more transparent with the help of the
following consideration. If we consider formally only the
excitonic part, then the master equation reduces to

dpex
% = Vex {[ahpa“ + [a1p, a{]}
T T T T
+76 {lalas, pafar] + [alasp,afar]} . (7)

where pex is the density matrix for the excitonic part
only. If now we introduce the P-function [24] such that

The European Physical Journal D

Re(w)-w,, (meV)

v, (0s™)

Fig. 2. Re(W+) —wex plotted as functions of 74 in the resonant
case for 7ex = 12 ps, 7pn = 2 ps and 2¢g = 4.5 meV. They vanish

for ¥4 > 29 — Yex + Kph = 7 ps~ .

pex(t) = / aP(a,a*,t)|a)al, (8)

where |a) is the generic coherent state of the harmonic
oscillator, and express the c-number « as a = rexp(ig) ,
equation (7) leads to the following Fokker-Planck equation
for P(r,,t) [23]:
OP(r,¢p,t 10 o*pP
% :’)’ex;ET2P+’Y¢W~ 9)
Clearly, the part of the master equation proportional to
~Yex leads to a pure drift term which contributes to both
diagonal and non-diagonal terms of the density matrix,
whereas the part proportional to v, leads to a pure dif-
fusive term (dephasing) that, in particular, contributes to
the decay of the off-diagonal term elements only.
From equation (6) we can derive the equations for the
mean values of the mode amplitudes (a;) = Tr(a1p) and

(az) = Tr(azp):

d

E<a1> = _iwex<a1> - ig<a2> - ('Yex =+ 7¢)<a1> )

© (02) = ~i(uex + 20){2) —iglar) — mpnaa) . (10)

Searching for a solution of the form (a;) o =™, we find
the two complex frequencies

M_F(S_i

wE =Ty 2

(Vex + Kph +7g)

1
5120 + i(ex + 76 — Rpn)]? +4g2 . (11)

For 74 = 0 this coincides with the result found by Ya-
mamoto et al. [25]. Setting Yex = Kph = V¢ = 0 in equa-
tion (11), that is by considering the ideal undamped sys-
tem, we find the energy eigenvalues E* = hwy of the
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Fig. 3. The spectrum in the resonant case for v4 = 0 (a),
fy(;l =1 (b), 7;1 = 0.5 ps (c), fy(;l = 0.1 ps (d). The other
parameters are the same as in the previous figures: 7ex = 12 ps,
Tph = 2 ps and 2g = 4.5 meV.

conservative system (1), wy being the upper and lower
polariton frequencies given by equation (4).

In Figure 1 Re(Wi — wex) are plotted as a function
of the detuning § for the set of parameters correspond-
ing to the experiment of Abram et al. [8,9], but for dif-
ferent values of v4: we set Tex = (27Vex) ' = 12 ps,
Ton = (2kpn) ~! = 2 ps for the free exciton and the photon
decay rates, and 2g = 4.5 meV for the coupling constant.
The full line corresponds to the case of pure polariton
states (i.e. with Yex = Kph = Y = 0); the dashed lines cor-
respond to real cases with nonzero dissipation constants,
and show the progressive deterioration of the polariton
states due to the increasing of dephasing.

The quantities Re(wt —wex) are also plotted as a func-
tion of 7, in the resonant case (i.e. for 6 = 0, Wex = Wph)
in Figure 2; we see from equation (11) that they vanish
for Yex + 74 — Kpn > 2g.

In general, the description of the system in terms of the
dressed states defined by equation (5) is best suited when
the dissipation constants are small with respect to the
Rabi constant g. In such a case the existence of the cavity
polariton modes manifests itself in the frequencies domain
in the form of a doublet separated by the Rabi splitting
2A [2], and has also been observed experimentally in the
time domain in the form of damped Rabi oscillations of
the emitted field [25,26]. The spectral distribution of the
emitted radiation is defined as the Fourier transform of
the two-time correlation function of the field. For the case
of ergodic and stationary processes this function is simply
proportional to (a;(t)ag(O)) and, by making use of the
quantum regression theorem [27], one finds (see Eq. (15)
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of ref. [25]):
S(w) = /Ooo<a£(t)a2(0)>e_i‘”tdt +c.c.
~ (w—Re(@y))? +Im(@, )2 +
+ A (12)

(w—Re(@_)? +Im(w_)?"’

where @ are given by equation (11). AT are only slowly
varying function of w near the denominator minimum and
can thus be considered as constants. We have therefore two
Lorentzian shaped peaks of width Im(w_) and Im(w, ),
approximately centered on Re(@_) and Re(wy).

Figure 3 plots S(w) in the resonant case for increas-
ing values of the dephasing coefficient 4 (the peaks are
symmetric with respect to wex + wph/2 only when 6 = 0).
The spectral doublet is clearly distinguishable (Fig. 3a, b)
as long as v, remains small with respect to the Rabi cou-
pling constant g and its experimental observation gives ev-
idence of the Rabi oscillations of the emitted fields. When
~¢ (or, alternatively, vex or kpn) becomes of the same or-
der of magnitude as g or greater, the doublet disappears
(Fig. 3c, d).

4 The population equations

Using the master equation (6) we can obtain an equivalent
set of infinite coupled linear equations for the density ma-
trix elements, both in the bare-states /an/d in the dressed-
states picture. Setting Py = (nqngy|plning) for the
bare states and assuming that initially there is only one
exciton, we will only consider the ground state |00) and
the first two excited states |10) and |01), thus obtaining
the following rate equations:

d
ﬂ = 2ﬂYexp10 + 2I€phP01 ’
dt
d .
% = —29exp10 + 19(p1001 — P0110> )
d .
% = —2Kpnpo1 — 19(p1001 — P0110) 5
dproor ) )
At —(Yex + ph + 76 — 2i6) pr001 + ig(p10 — po1) ,
d j '
% = —(Yex + Kph + s + 2i0)por10 —ig(p10 = por)
(13)
where the diagonal matrix elements pn,n, = Prinanins

are the bare-states occupation probabilities. In the low-
excitation regime poo, p10 and po1 are proportional to the
populations of the ground state, the one-exciton state and
the one-photon state, respectively. On the other hand,
we define the density matrix in the dressed-state picture
PN/NINN: = (N{N,|p|N1N>)" and we get the following



506

rate equations:

—d ~
g;o = 2m1p10 + 272pP01 — 27(171001 + Po110)
dp1o g2 .
—_ = 2
dt M+ Y543 ) Pro+ 85 5Pt
- go
+ <7 — Yo 2A2> (p1001 + Po110) 5
dp01 gz
2
dt 72+7¢2A2 Po1 + 795 35P10,,
+ (7 %542 2A2 ) (p1001 + Po110) ,
dp1001 92 '
dt Yex +iph T | 1= 5755 ) — 204 ) proor,
go
+7% 2A2p0110 + 7= Yo=—o Az ) 1o
+ <7+7¢2A2>p017
dpono 92
Tdt Yex + Kph + Yo | 1 — A2 +2A ) porio
go
+e A2p1001 Y=Y 35 5 A2 P10,
+<7+'Y¢2A2>P017 (]_4)
where
1 = Yex + BPkpn,
72 = a2"iph + /62'.Yex 9
v = aﬁ(Vex — f‘éph) . (15)

We assume that the initial state is a one-polariton state,
or a linear combination of the two one-polariton states,
so that all the other matrix elements can be neglected.
The unitary transformation relating the density matrix
elements in the two pictures can then be calculated from
equations (3) and (5):

Poo 10 0 0 0 Poo
D10 0 a® 2 af of P10
pon | =10 B* &2 —04/3 —af po1 (16)
P1oo1 0—afaf o —f3° P1001
Po110 0—afaf -3 o £0110

5 Influence of dephasing on the exciton decay

The presence of dephasing shortens the polariton lifetime,
in general. A more detailed study of the influence of de-
phasing on the radiative decay rate has been done both
numerically, by direct integration of the population equa-
tions (14), and analytically, by solving the associated char-
acteristic equation for the eigenvalues in some particular
cases.
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In this view we briefly recall the results obtained in the
absence of dephasing. Let us consider first the resonant
case. For 74, = 0, § = 0, equations (14) (or, equivalently,
Eq. (13)) have the five eigenvalues

A=0, A = Yex + Kpn (double),

A1,2 = Yex + Kph £ \/('yex — Kpn)? — 4g2.

(17)

The eigenvalue A = 0 concerns only the population
of the ground state and does not affect the decay. The
last couple of eigenvalues, in which 1 (2) corresponds to +
(—), respectively, makes the difference between the strong-
coupling and the weak-coupling case. In the weak-coupling
case g < Yex, Kph one has

AL 2~ 2%ex A2 ™~ 2Kp - (18)
Hence if yex < Kpn, as is usual, the decay is governed by
the rate 27ex, which is the slowest decay rate in play. On
the other hand, in the strong-coupling case g > 7ex, Kph
one has A\j 2 ™ Yex + kph £ 2¢g. The decay rate is thus

Yex + Kph » (19)
so that if kpn > 7ex, the emission rate of the dressed
exciton is much larger than the free-exciton decay rate
29ex as is well known.

Out of resonance, when the detuning becomes large
with respect to g, the photon-exciton coupling becomes
less effective, and one expects that the exciton and the
photon modes decay independently with their respective
decay rates 27« and 2xp1. This is explained by the follow-
ing reasosning. Let us assume that the system is initially
in one of the dressed state |L) or |U); for short times, the
decay is given by the coefficient of p;g and pg1, respec-
tively, in the second and the third of equations (14). For
v¢ = 0 they are

gy g [ATS A0
71_ 2A ﬂyex 2A th Y
A—§ A+6
272_2{ 2A /Yex"' 2A K/ph}7 (20)

these expressions have been used in [8,9] to fit the ex-
perimental data. One can control spontaneous emission
by varying the cavity decay rate xpp, or the detuning 4.
In the limit of large positive § (so that A ~ §) one has
Y1 ™ Yex, V2 = kph and one recovers the bare-exciton de-
cay rate for the lower polariton (). For large negative §
(so that A ~ —§) one has, conversely, v1 =~ Kph, Y2 2 Yex-

We now consider the general case with nonzero values
of 4. For the sake of clarity we suppose that the system
is initially excited into the lower polariton state |L) and
we solve numerically equations (14) with a fourth-order
Runge-Kutta routine. Figures 4 a,b,c show the population
dynamics for increasing values of the dephasing coefficient
~¢, as calculated under strong coupling conditions (with
2g = 4.5 meV).

When 4 is negligible or zero and the strong coupling
condition holds, we see that the excited polariton state
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Fig. 4. The populations of the two polariton states |L) (solid
line, p10) and |U) (broken line, po1) and that of the ground state
(dotted line, poo) plotted as functions of time in the resonant
case for 74 =0 (a), 'y;l =2 ps (b) and 'y;l = 0.5 ps (c). The
other parameters are the same as in the previous figures.

decays directly on the ground state while the level |U)
remains practically unoccupied during the entire system
dynamics (Fig. 4a). In this situation the polariton states
remain indeed well defined and, in the resonant case, the
spontaneous emission characteristic time is of the order
(Yex + /iph)’l ~ m;hl ~ 3 ps, in agreement with equa-
tion (19). For larger values of 4 (Figs. 4b, ¢), in times of
the order of 7(;17 there is a buildup of probability of find-
ing one upper polariton when initially there is only one
lower polariton, without a change of the total energy of
the system. Hence there is admixture of the two polaritons
and this is the main effect of dephasing for the dynamics
of the probabilities.
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One can clearly distinguish two stages in the time evo-
lution. In the first stage the dephasing gives rise to a re-
distribution of the populations of the two polariton states,
in the second stage the polaritons simultaneously decay to
the ground state. The separation between the two stages
becomes clearest when 4 is larger than g, Kpn and 7ex.
However, it is appropriate to analyze the two stages sep-
arately in any case.

5.1 Initial polariton decay rate

For short times the decay rate is given, again, by the co-
efficient of pi1g and pg; in the second and third of equa-
tions (14), depending on which state, |L) or |U), we start
from. The corresponding characteristic times 77, and 7y
are thus given by

2
-1 _ g
T, =271+ 7¢—2A2 (21)

and

1 g
For § = 0 the two coincide whereas for  # 0 they become
strongly different. Figure 5 shows 77, and 7y as a function
of ¢ for y4 = 0 and 'y;l = 0.1 ps, under strong-coupling

conditions. When 'ygl becomes shorter than 1 ps, the two
curves exhibit a minimum for § = 0.

5.2 Decay to the ground state

Insight on the population dynamics in this stage can be
gained by direct evaluation of the smallest eigenvalues of
equations (13) (or Egs. (14)). In general, the characteristic
equation is a fourth-order equation which must be solved
numerically (we neglect the trivial eigenvalue A = 0 which
is always present). However, in the case of large dephasing,
i.e. when

Yé = g, Vex; Kph » (23)

equations (14) have a pair of complex conjugate eigen-
values whose real part is of the same order as 4, which
determine the short time scale dynamics due to dephas-
ing, and two real eigenvalues of the same order as 7.y and
Kph, Which determine the decay rate of the populations
to the ground state. In this situation approximate expres-
sions for the two smallest eigenvalues A\_ and A, can be
found in a straightforward way by adiabatic elimination of
the nondiagonal matrix elements pig01 and po110 in equa-
tions (13); we obtain

XEP(8) = ox + tiph + R(6) £ 1/ (e — ipn)2 + R(5)?
(24)
with
29°74

) = 5—= .
R(©) V5 + 462
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Fig. 5. The two initial decay times 77 (solid line) and 7u
(broken line) are plotted as a function of the detuning 2§ for
v =0 (a) and 'y;l = 0.1 ps (b). The other parameters are the
same as in the previous figures

Figure 6 shows the plot of the numerical and the approx-
imate analytical values (24) of )\;1 as functions of § un-
der strong-coupling conditions, for fy;l = 1 ps (a) and
'ydjl = 0.1 ps (b). Of course, equation (24) is a good
approximation also under weak-coupling conditions, i.e.
when g is comparable with v.x and xpn, the essential con-
dition for its validity being a large value of the dephasing
coefficient 4. Note that )\;1 given by equation (24) are
even functions of J, contrary to the curves of 77, and 7y
(see Egs. (21), (22)) which are symmetrical with respect
to each other (Fig. 5).

Let us now consider in more detail the resonant case
0 = 0. Of the five eigenvalues of equations (13) (or Egs.
(14)) one is A = 0, another is A = 7ex + Kph + V4, and
the remaining three obey a cubic equation. For large v,
the decay to the ground state is determined by the roots
of the cubic equation, or more precisely, by the two solu-
tions which are approximated by A}’ and A*™. Figure 7
shows the inverse of the real parts of the three roots of
the cubic equation labeled as 1, 2, 3 for a wide range of
v¢ under strong-coupling conditions, and compares them
with (A%P)~!) which are indicated as squares. It can be
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Fig. 6. (Re(\+))™! as a function of the detuning parameter
24, for 7;1 =1 ps (a) and fy;l = 0.1 ps (b). The solid line
corresponds to the approximated expression given by equation
(21) while the points are calculated by solving numerically the
eigenvalue equation. The other parameters are the same as in
Figure 3.

seen that A\ fits very well the found numerical value even
when 4 becomes negligible. This can be understood by
noting that

Yo —0
— Yex + th

A6 =0)
in agreement with equation (19). Actually, it turns out
that under strong-coupling conditions the analytical ap-
proximation A*"(4) is usually a good approximation to
the exact numerical result; this is important because the
decay to the ground state is really governed by the rate
A1, since A_ is the eigenvalue with the smallest real part.
In the weak-coupling case the analytical expressions (24)
hold only when +, is large enough and the corresponding
exact eigenvalues are practically constant and equal to the
bare decay rates 2vex and 2kph.

Also in the strong-coupling case, but under condition
of large detuning, the decay rates are 2yex and 2kpp, as
one sees from equations (24).
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Fig. 7. Resonant case. The inverse of the real part of the three
solutions of the cubic eigenvalue equation of the resonant case
are plotted as a function of 4 under strong-coupling conditions
(29 = 4.5 meV). The squares correspond to the approximate
expression given by equation (24) while the full lines are cal-
culated numerically. The other parameters are the same as in
Figure 3.

The most interesting result arises in the resonant case
under strong-coupling conditions. If we look at Figure 7,
we see that the decay time A~!, which governs the decay
to the ground state, remains practically equal to (7Yex +
kph) ! for moderate dephasing (i.e. 74 < g), and even for

very strong dephasing ('ygl = 0.1 ps) it remains of the

same order as (Yex + Kph) -

This means that, even if the two polaritons have mixed
with each other during the short time stage of the evolu-
tion, the decay to the ground state occurs according to
the dressed-state decay rate. In other words, the bene-
fit of having an accelerated spontaneous emission persists
even in the presence of strong dephasing. This result is
the main outcome of our treatment.

6 Approximate analytical solution for the
polariton decay under strong-coupling /
moderate-dephasing conditions

In general, equations (13) (or (14)) lead to four eigen-
values, in addition to the trivial eigenvalue A = 0 which
contribute only to the ground state probability. Under the
following conditions:

1) strong coupling g >> Kph, Yex,

2) moderate dephasing v4 < g,
it turns out that two of the four eigenvalues are real and
two are complex. More importantly, we found that

a) when the initial condition correspond to a single ini-
tial lower or upper polariton, the two complex eigenvalues
are irrelevant, in the sense that their contributions have
negligible weight,
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Fig. 8. Calculated decay time of the lower polariton for differ-
ent values of the dephasing time (solid lines). The calculated
curve is convoluted with the experimental response function,
corresponding to a resolution of 3 ps. The best fit to the experi-
mental values (squares) is obtained for 7;1 = 5.5 ps. The other
parameters are Tex = 12 ps, Tpn = 2 ps and 2g = 4.5 meV.

b) one can give an analytical approximation to the two
real eigenvalues.

The two points a) and b), taken in combination, allow
for giving an analytical approximation to the time evolu-
tion which works quite well for kpn > Yex and 6 > 0 and
remain qualitatively reasonable for § < 0. The analytical
expressions for the two real eigenvalues are given by \*"
of equation (24) and by

2
A= 2(76)( + v — th)g— + 2’€ph;

242 (25)

A governs the short time evolution. Note that for § — +o0o
and Kph > Yex We have AP — 2., and X — 2kpp. If, as
usual, we call p1g and pg; the probabilities for the lower
and the upper polariton, respectively, on the basis of a)
and b) we can write

pro(t) = ae ™"+ be N,

por(t) =a'e Tt 4y e (26)

If initially there is a single lower polariton, we have
p10(0) = 1, po1(0) = 0. In addition, from the second and
the third of equations (14) we have that for t =0

dpio 9’
10 9 =
dt (71+7¢2A2)7

dpo1 2

dt :7¢@7 (27)
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so that, using equations (26) and (20), we obtain the result

_ V9% +20(A + 8)(Kph — Yex)
202 (Kph — Yex) + 242 {(Yex — Kiph)? + R?(8)}1/2”
b=1-a,
0 - V69°
202 (Kph — Yex) + 242 {(Yex — Kiph)? + R*(8)}1/2”

b =—d, (28)

a

where R?(4) is given by the equation following (24).

It is interesting to see how this simple model fits the ex-
perimental data on the lower cavity-polariton decay time.
Figure 8 presents a fit to the experimental data obtained
in references [8,9]. In carrying out this calculation, the
exciton decay rate 7ex was assumed to be thermally ac-
tivated and thus taken to depend on the exciton-cavity
detuning in the form

Yex = 1ie”ATIT. (29)
Use of this form implies the assumption that ey is dom-
inated by the scattering of excitons to very large wave
vectors, in regions of phase space where they cannot in-
teract with light, as we discussed in Section 3. The energy
of the lower cavity polariton before scattering is given by
—A (with respect to (wex + wpn)/2), while the energy of
the final state (which is unchanged by the presence of the
cavity, since it does not interact with light) is given by
—0. Thus, the energy (A — ) required in this scattering
process is provided by thermal phonons. The parameters
used in this fit are: Té,(()) = (2'yé2))*1 =12 ps, 7pnh = 2.0 ps,
29 = 4.4 meV and (v,)~! = 5.5 ps. The good quality
of the fit seen in Figure 8, indicates that this model de-
scribes quite well the physics of the cavity polariton decay,
in spite of its simplistic assumptions which consist essen-
tially in lumping together the different wave vector states
of the exciton and thus considering a “generic” Wannier
exciton, as discussed in Section 2. It should be noticed
that the dephasing time 75 = 7;1 obtained in our fit is of
the same order as that which can be deduced from mea-
surements of the exciton decay time (71) and the total
dephasing time (7%) in coherent transient experiments in
GaAs quantum wells [28].

7 Conclusions and comments

We have presented a simple model that describes the sys-
tem of quantum well excitons in a planar microcavity. In
treating the radiative interaction and the relaxation pro-
cesses within this model, the different wave vector states
of the exciton and of the cavity-confined photons are not
distinguished separately, but are lumped together into a
“generic” exciton and cavity-photon quasi-particles. This
simplification, whose validity rests on the fact that in
“leaky” semiconductor microcavities only small regions of
the exciton and photon phase spaces interact strongly, per-
mits us to use the traditional model of atomic physics to
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deal both with the strong radiative interaction that pro-
duces cavity polaritons and with the decay processes that
the polaritons undergo because of the decay of their con-
stituent excitons and cavity photons.

Within this model, we have been able to identify the
main features which characterize the decay of a single po-
lariton in the presence of scattering precesses leading to
dephasing. In particular, we have found an analytical solu-
tion in a case which is interesting experimentally, namely
under conditions of strong exciton-photon coupling such
that the dephasing rate is smaller than the coupling. The
results show that, in this case, the decay of the polari-
ton occurs basically in two stages. During the first stage,
the two kinds of polaritons get admixed, in the sense that
if initially there is, e.g., a pure lower polariton, in the
course of time there is a finite probability of finding an
upper polariton; this is a pure effect of dephasing since
in the absence of dephasing a lower polariton remains a
pure lower polariton all the time. In the second stage, the
admixed polaritons decay together with a common rate.
In the resonant case this decay rate is still quite close
to the average of the decay rates of the two bare modes,
which means that the spontaneous emission acceleration
under strong-coupling conditions is robust with respect to
dephasing.

We have used this model to fit experimental results on
the decay time of the lower cavity polariton. The quality of
the fit indicates that in spite of its severe simplifications,
this model can provide a valid conceptual framework for
treating quantum electrodynamic effects in semiconductor
microcavities.
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